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https://thispersondoesnotexist.com/

The site is the work of a team at NVIDIA,
a major tech company specializing in
artificial intelligence software. They
trained a computer with 70,000 pictures
of human faces pulled from Flickr. Then,
the program was able to build entirely
new faces from scratch by toggling
different styles, colors and genders.
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Business Value Forecast by Al Type

Al Augmentation Will Create $2.9 Trillion of Business Valuein 2021

= Decision Support/Augmentation = Agents = Decision Automation = Smart Products
Millions of Dollars
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Al Patents By Geography
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Al Patent Publicationsin US
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e The use of machines to mimic
cognitive functions associated with

humans, such aslearning and problem

What is Artificial solving

o  Techniques: Machine Learning, Logic

Intelligence Programming, Probabilistic

Reasoning, Fuzzy Logic,...
e Lawdeveloping as Al developing
o  Alnot aninventor
o  Moralissues
o  Ownershipissues

e Alpatents following same path as
software patents

e Reasons to patent Al



The ML Framework ° MLModels

e ML Algorithms to Build/Train Models
e Patentable Aspects of ML
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ML Models
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ML Algorithms
Regression v ML Model o
e.g. least squares Raw 55, ode L 2 Final
input = E Parameters | 3 output
Decision tree :
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partitioning Build/
adjust
e.g., backpropagation Training Function
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data Learning
Algorithm
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Understanding the Invention
Describing the Invention
Claiming the Invention
Prosecution Obstacles

Drafting and
Prosecuting Patent

Applications for ML
Inventions
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Understanding the Invention

e Learnbasic ML and continue learning asyou go

e Start with agood disclosure meeting and follow up as needed
o Inventors’academicarticlescanbe useful

e |dentify where the invention resides

e Sometimes you have to godown the rabbit hole
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Describing the Invention Eier

e Paint the big picture, but don’t leave out the detail
o  Provide context and examples of applications
o  Discussthetechnical problem/solution and/or technical improvementsinthefield
o Useschematicstoillustrate basic concepts

o  Don't be afraid of math
e Focus on the point of novelty, but provide enough context for full enablement

e Reference known ML concepts and/or use a good boilerplate (often useful during prosecution)
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Claiming the Invention

e Don't leave the invention out of the claim

e Claim the “how to,” not just the “what”

e Tiein practical application

o Balancethe trade-off between breadth and patentability (sweet
spot may differ betweenjurisdictions)

e Consider detectability and infringement scenarios

o  Trainingvs.inference
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Prosecution Obstacles

e Anything can be a model
o Learningfromdata,not heuristics
e Done with pen and paper
o No “machinelearning” without “machine”
e Mention of ML in reference implies all applications of ML are covered
o  Showdistinguishing technical details
o  Show technical details inthe claims
o  Focus on novelty
e From personal experience, it appears there are fewer 101 rejections lately



Sample ML Patents

Training Process

Use of Model/Application

Preparing Data for ML

Neural Network Model and Training
Input
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Adversarial Teacher-Student
Learning for Unsupervised
Domain Adaptation

Claiming the Training Process

LD SMLFULD I LA L

asy United States
2y Patent Application Publication (o) Pub. No.: US 2019/0287515 Al

Li et al. (@3) Pub. Date: Sep. 19,2019
(54} ADVERSARIAL TEACHER-STUDENT (52) Us. CL
RN FOR UNSUPERVISED DMOMATN CPC L GROL 15063 (201301 ) GOGN 99005
ADAPTATION (2013.01)
. 5T ABSTRACT
(71} Applicant: Microsoft Technology Licensing, LLC, ¢ 1
Redmond, WA (US) Methods, systems, and computer programs are presented for
Lraininge, adversarial constraints, o student medel for
(72) Inventors: Jinyw LI, Redmond, WA (US); Zhong speech recognition based on a teacher model. One method
' " Mene, Redmond, WA l‘l“?]"‘f‘]l’mn includes operations for training a teacher model based on
Meng, o, WA (US); A

(21} Appl. No.: 15923,795

teacher speech data, initializing a student model with param-
eters obtained from the eacher model, and fraining the
student model with adve al teacher-student learming
hased on the teacher speech data and stdent speech data.
Training the student model with adversarial teacher-siudent
learning further includes minimizing a teacher-student loss

Gong, Sammamish, WA [US)

(22} Filed: Mar. 16, 2018 that messures o divergence of outputs between the teacher
mode] and the student model: minimizing a classifier con-
dition loss with respect to parameters of a condition classi-

Publication Classification fier: aml maximizing |1_1u t_:lew::iliur r:nndith_un losss wi
tespect to parameters of a feanre exteactor. The classifier

(51} It ClL comdition Joss measures errors caused by acoustic condition

IR 1506 {2006.01) classification. Further, speech is recognized with the trained
OGN B { 2006.01) student model.
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A Student Model Leverages a Teacher Model
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Adversarial Conditions
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1. A method comprising:
training, by one or more processors, a teacher model based on teacher
speech data;
initializing, by the one or more processors, a student model with parameters
obtained from the trained teacher model
training, by the one or more processors, the student model with adversarial
teacher-student learning based on the teacher speech data and student speech
data, training the student model with adversarial teacher-student learning further
comprising:
minimizing a teacher-student loss that measures a divergence of
outputs between the teacher model and the student model;
minimizing a classifier condition loss with respect to parameters of a
condition classifier, the classifier condition loss measuring errors caused by
acoustic condition classification; and
maximizing the classifier condition loss with respect to parameters of a
feature extractor; and
recognizing speech with the trained student model.

‘ Allowed without prosecution



Schwegman Lundberg & \¥oessher | slwip.com

Smart communications assistant
with audio interface

Claiming the Application

a2 United States Patent
Ghotbi et al.

(o) Patent No.:  US 10,516,637 B2
45) Date of Patent: Dec. 24, 2019

(34) SMART COMMUNICATIONS ASSISTANT

WITH AUDO INTERFACE

(717 Applicant: Microsoft Technology Licensing, LLC.
Redmond, WA (LIS)

(72} loventors: Nikrouz Ghothi, Redmond, WA (US);
aus, Redmond, WA (US )
agopalan, Redmond, WA
ksandar Antonijevic,
Bellevue, WA (US): Tvrike Tadic,
Seattle, WA (US): Vashutosh Agrawal,
Bellevue (US]): Lisa Stifelman,
Palo Alto, CA (US)

(73) Assignee: Micrasaft Technology Licensing, LLC,
Redmend, WA (US)

(%) Noiice:  Subject 10 any disclaimer, the erm of this
patent is extended or adjusted under 35
ULS.C. 154(b) by 80 days.

(213 Appl. Moo 157786,184
(22) Filed: et 17, 2017

(65) Prior Publication Data
US 20090116144 Al Apr. 18, 2019

(31} Imt. CL
GURF 1506 {2006.01 )
HO4L 12758 (200601

(Continved)

. HO4L 51063 (2013.01); GOGEF 34167
(2013011 GOGF 16345 (2019.01);
{Cantinued)

(58] Field of Classification Search

CPC ... HO4L S1063; HO4L 511046; HOAL 51/26:
GOGE 3(167. GOGF 16:345: GOGF
17/2785: GOGN S/02; GIOL 15/22

{Cantinued)

(56} References Cited
LLS. PATENT DOCUMENTS

7415100 B2* B2008 Cooper . HO4M 3/527
3701
10,186,267 BL* L2019 Devaraj . HO4L 67306

(Continued)
FOREIGN PATENT DOCUMENTS

WO ANTHOMNS AL 112007

OTHER PUBLICATIONS

“International Senrch Report and Written Opinion lssued in PCT
Application No. PUTUS18055 1197, dated Dec. 7, 2018, 11
Pages.

Primary Examiner — Kristie D) Shingles
(T} Anorney, Agent, or Firm — Jeflrey Ranck; Ranck T
Law

(5T ABSTRACT

Methods, systems, and computer programs are presented for
@ gmar communications sssistant with an andio interface.
Ome methad includes an operation for getting messages
addressed to a user. The messages are from one or more
message sources and cach message comprising message data
that includes text. The method further includes operations
for analyzing the message data fo determine a meaning of
each message, for generating a score for each message based
on the respective message data and the meaning of the
message. and for generating a textal summary for the
messages hased on the message scores and the meaning of
the messages. A speech summary is created hased on the
textual summary and the speech summary is then sent 1o o
speaker associnied with the vser. The audio interface further
allows the user e verbally request actions for the messages.

1% Claims, ¥ Drawing Sheets
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Combining Multiple Models
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Describing Features for ML
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Claims

1. A method comprising:

getting, by one or more processors, one or more messages from one or more
message sources, the one or more messages being addressed to a user, each
message comprising message data that includes message text;

analyzing, by the one or more processors, the message data to determine a meaning
of the message text in each message;

generating, by the one or more processors, a score for each message based on the
respective message data and the meaning of the message;

selecting messages based on the score of each message;

generating, by the one or more processors, a textual summary for the selected
messages based on the meaning of the message text;

creating, by the one or more processors, a speech summary for each selected
message, based on the textual summary and the meaning of the message text;
and

sending, by the one or more processors, the speech summary for the selected
messages to a speaker associated with the user.
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Image recognition with

promotion of underrepresented

classes

Preparing the Data For ML

United States Patent

(12 0y Patent No.:  US 10,546,232 B2
Guo et al, (45) Date of Patent: Jan. 28, 2020
(54} OTHER PUBLICATIONS
Pemula. Latha, “Low-shed Visual Recognition.™ PhiD diss., Virginia
(71} Applicant: Microsoft Technology Licensing, LLC, Tech, 2016, (Year Z016).*
Redmond, WA (LUS) | Hermann Ney. “Deep fisher
(72} Inveniors: Yandeng Guo, Bellevue, WA (US); Lel . Yundong, Kaipeng Zhung. Zhifeng Li, and Vi Qiac. "A
Zhang, Bellevue, WA (US) discriminative feature leaming approach for deep face recognition.
In Furopean conference on computer vision, pp. 499-513. Springer.
(73} Assignes: Microsoft Technology Licensing, LLC, Cham, 2016, (Year: 2016).*
Redmond, WA (US) Deng, et al., “Robust, accurate and efficient face recognition from
o single baining imag uniform pursuit approach™, In Jourmal of
(*) Notice:  Subject to any disclaimer, the term of this ~ Pattern Recognition, vol. 43, Issue 5, May 31, 2018, pp. 1748-1762
patent is extended or adjusted under 35 {Continued)
UL.S.C. 1540h) by 302 days.
(21} Appl. No: 15/722,821 Primary Examiner — David Perlman
(74) Aworney, Agemt, or Firm — Schwegman Lundberg &
(22} Filed: Ot 2, 2017 Woessner. PA.
(65) Prior Publication Data
US 2019/0012526 A1 Jan. 10, 2019 &7 ABSTRACT
Related U.S. Application Data l\-]clhlx?s_. systems, and COMPUIET PrOZFImS are presented for
. . o a classifier that recognizes images when at least one class
(60} Provisional application No. 62/528,508, filed on Jul includes just a few training samples. One method includes
42017 identifying a training set containing samples, esch sample
associated with a class from many ¢ Further, the
(51} h‘“‘ Cl . method divides the training sel into o hase ¢ 1
GO (2006.01) based on the number of samples 1n each class, trains @
52y 1. ¢ er with the hase set. and trains a second clas
CPhC - GUEN 2454 (23010 psing the training set. The second classifier is trained with
(58} Field of Classificati arch promotion of the novel set and based on minimizing a loss
None . X function that compris first term and 2 second term, the
See application file for complete search history. first term associated with a first summation for the samples
i . of the training set, the second term associated with a second
(56} References Cited summation for the samples of the novel set. Further, the
method classifies an stem with the trained second classifier.
FOREIGN PATENT DOCUMENT:
N 103778412 A F2014 20 Claims, 8 Drawing Sheets
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Promote the
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1. A method comprising:

identifying, by one or more processors, a training set comprising a plurality of
samples, each sample of the training set being associated with a class from a
plurality of classes;

dividing, by the one or more processors, the training set into a base set and a novel

set based on a number of samples in each class;
training, by the one or more processors, a first classifier with the base set and without

the novel set;

training, by the one or more processors, a second classifier, using the training set,
with promotion of the novel set, the training of the second classifier being based
on minimizing a loss function that comprises a first term and a second term, the
first term being associated with a first summation for the samples of the training
set, the second term being associated with a second summation for the samples

of the novel set; and
classifying, by the one or more processors, an item with the trained second classifier.

Allowed without prosecution
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ML for Program Synthesis — Training a Neural Network to Write Programs
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1 A method comprising:

for a given domain-specific language that defines a plurality of symbols and a plurality of
production rules, providing an input-output encoder and a program-generation model comprising a
neural network, the input-output encoder and the neural network having been trained on a plurality of
programs within the domain-specific language and a plurality of respective training sets of input-output
examples associated with the programs, wherein, for each of the plurality of programs and its associated
training set, each input-output example of the training set comprises a pair of an input to the program
and a corresponding output produced by the program from the input;

providing a test set of input-output examples for a target program;

using one or more hardware processors to perform operations for generating the target
program based on the test set of input-output examples, the operations comprising:

encoding the test set of input-output examples using the input-output encoder;

conditioning the program-generation model on the encoded set of input-output examples;
and

using the neural network to generate a program tree representing the target program by
iteratively expanding a partial program tree, beginning with a root node and ending when all leaf hodes
are terminal, based on a computed probability distribution for a set of valid expansions, wherein leaves in
the program tree and the partial program tree represent symbols in the domain-specific language and
wherein non-leaf interior nodes in the program tree and the partial program tree represent production
rules in the domain-specific language.
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3. The method of claim 2,

wherein the recursive-reverse-recursive neural network specifies distributed representations of
the plurality of symbols and the plurality of production rules and, for each of the plurality of production
rules, first and second deep neural networks, and

wherein iteratively expanding the partial program tree comprises, in each iteration:

computing global leaf representations for at least non-terminal ones of the leaf nodes of the
partial program tree by retrieving the distributed representations of the symbols represented by the leaf
nodes, performing a recursive bottom-to-top pass through the partial program tree from the leaf nodes
to the root node using the first deep neural networks, and thereafter performing a reverse-recursive top-
to-bottom pass through the partial program tree from the root node to the leaf nodes using the second
deep neural networks;

computing the probability distribution for the set of valid expansions from the global leaf
representations and the distributed representations of the production rules;

selecting a non-terminal leaf node and a production rule based on the computed probability
distribution; and

expanding the partial program tree by applying the selected production rule to the selected non-
terminal leaf node.



Best Practices

Identify the point of novelty - go
down the rabbit whole if you need

Capture the basic idea in words and
drawings, but include formulas as
back-up

Vary claim scope surrounding point of
novelty

Describe both practical applications
and technical benefits

Consult counsel in other jurisdictions
on patentability and adapt application



Thank you for your interest.

Questions?

Garth Vivier— gvivier@slwip.com
Sabine Volkmer Ward — sward@slwip.com
Jose Nunez — jnunez@slwip.com
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Subject Matter Eligibility Considerations

e Law pertaining to software and mathematical algorithms still evolving
o 2019 RevisedSubject MatterEligibility Guidance from USPTO has been helpful

“A claimthatintegratesajudicial exceptioninto a practical application will apply, rely on,or use the
judicial exceptioninamanner that imposes a meaningful limit onthe judicial exception,suchthat the
claimis more thana drafting effort designed to monopolize the judicial exception.

e Include the practical application in the claims
e Claim the “how to,” not just the “what” (negates preemption)

e Argue improvements within a technical field
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Subject Matter Eligibility in Europe

e Guidelines for Examination in EPO treat Al/ML like other computational models and algorithms

e Step 1: Invention has a technical character as a whole if it is directed to a method involving the
use of technical means (e.g.,computer) or to the device itself

e Step 2: Assessment of inventive step involves asking whether the mathematical method
contributes to the technical character

o Adapted for a specific technical implementation (internal functioning of the computer)

o Serves aspecific technical purpose
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Subject-Matter Eligibility in Europe

Examples of technical applications

Controlling a specific technical system or process (e.g.,X-ray apparatus)

Audio, image, or video analysis/enhancement

Speech recognition

Audio, image, video, sensor data compression

Encryption or signing of electronic messages

Automated medical diagnosis by processing physiological measurements (caveat: not
physician’s actions)

Problematic areas
e Programming
e Processing text (considered “linguistic purpose”)



These materials are for general informational purposes only. They are not intended to be legal advice, and
should not be taken as legal advice. They do not establish an attorney -client relationship.
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