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Before We Get Started…

Recording

A link to the 
recording and slides 
will be emailed to all 
registrants.

Questions

Type in the question 
box and we will 
answer in real time 
or during the Q&A. 

Social

Follow us on 
LinkedIn or go to 
SLW Institute on 
slwip.com to see 
upcoming and on 
demand webinars. 
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● AI Patenting

● The Machine-Learning Framework

● Considerations for Drafting and Prosecution

● Machine-Learning Patent Examples

● Best Practices
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Business Value Forecast by AI Type

AI Augmentation Will Create $2.9 Trillion of Business Value in 2021
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Published by Statista Research Department, March 2, 2020

AI Patents By Geography
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AI Patent Publications in US



What is Artificial 
Intelligence

● The use of machines to mimic 

cognitive functions associated with 

humans, such as learning and problem 

solving

○ Techniques: Machine Learning, Logic 

Programming, Probabilistic 

Reasoning, Fuzzy Logic, …

● Law developing as AI developing

○ AI not an inventor

○ Moral issues

○ Ownership issues

● AI patents following same path as 

software patents

● Reasons to patent AI



The ML Framework ● ML Models

● ML Algorithms to Build/Train Models

● Patentable Aspects of ML
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ML Models

Regression Neural networkDecision tree
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ML Algorithms
Regression
e.g., least squares

Neural network
e.g., backpropagation 
of errors

Decision tree
e.g., greedy recursive 
partitioning
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ML Tools
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ML Tools



Drafting and 
Prosecuting Patent 
Applications for ML 
Inventions

● Understanding the Invention

● Describing the Invention

● Claiming the Invention

● Prosecution Obstacles
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Understanding the Invention

● Learn basic ML and continue learning as you go

● Start with a good disclosure meeting and follow up as needed

○ Inventors’ academic articles can be useful

● Identify where the invention resides

● Sometimes you have to go down the rabbit hole 
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Describing the Invention

● Paint the big picture, but don’t leave out the detail

○ Provide context and examples of applications

○ Discuss the technical problem/solution and/or technical improvements in the field

○ Use schematics to illustrate basic concepts

○ Don’t be afraid of math

● Focus on the point of novelty, but provide enough context for full enablement

● Reference known ML concepts and/or use a good boilerplate (often useful during prosecution)
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Claiming the Invention

● Don’t leave the invention out of the claim

● Claim the “how to,” not just the “what”

● Tie in practical application

○ Balance the trade-off between breadth and patentability (sweet 

spot may differ between jurisdictions)

● Consider detectability and infringement scenarios

○ Training vs. inference
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Prosecution Obstacles

● Anything can be a model

○ Learning from data, not heuristics

● Done with pen and paper

○ No “machine learning” without “machine”

● Mention of ML in reference implies all applications of ML are covered

○ Show distinguishing technical details

○ Show technical details in the claims

○ Focus on novelty

● From personal experience, it appears there are fewer 101 rejections lately



Sample ML Patents ● Training Process

● Use of Model/Application

● Preparing Data for ML

● Neural Network Model and Training 

Input



Schwegman Lundberg & Woessner  |  slwip.com

Adversarial Teacher-Student 

Learning for Unsupervised 

Domain Adaptation

Claiming the Training Process
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A Student Model Leverages a Teacher Model
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Adversarial Conditions
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1. A method comprising:
training, by one or more processors, a teacher model based on teacher 

speech data;
initializing, by the one or more processors, a student model with parameters 

obtained from the trained teacher model;
training, by the one or more processors, the student model with adversarial 

teacher-student learning based on the teacher speech data and student speech 
data, training the student model with adversarial teacher-student learning further 
comprising:

minimizing a teacher-student loss that measures a divergence of 
outputs between the teacher model and the student model; 

minimizing a classifier condition loss with respect to parameters of a 
condition classifier, the classifier condition loss measuring errors caused by 
acoustic condition classification; and

maximizing the classifier condition loss with respect to parameters of a 
feature extractor; and
recognizing speech with the trained student model.
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Smart communications assistant 

with audio interface

Claiming the Application
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Combining Multiple Models
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Describing Features for ML
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Claims

1. A method comprising:
getting, by one or more processors, one or more messages from one or more 

message sources, the one or more messages being addressed to a user, each 
message comprising message data that includes message text;

analyzing, by the one or more processors, the message data to determine a meaning
of the message text in each message;

generating, by the one or more processors, a score for each message based on the 
respective message data and the meaning of the message;

selecting messages based on the score of each message;
generating, by the one or more processors, a textual summary for the selected 

messages based on the meaning of the message text;
creating, by the one or more processors, a speech summary for each selected 

message, based on the textual summary and the meaning of the message text; 
and

sending, by the one or more processors, the speech summary for the selected 
messages to a speaker associated with the user.
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Image recognition with 

promotion of underrepresented 

classes

Preparing the Data For ML
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Problem with 
Insufficient 
Training Data



Schwegman Lundberg & Woessner  |  slwip.com

Promote the 
Underrepresented Class
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Promotion Creates 
Space for UR Class
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1. A method comprising:
identifying, by one or more processors, a training set comprising a plurality of 

samples, each sample of the training set being associated with a class from a 
plurality of classes;

dividing, by the one or more processors, the training set into a base set and a novel 
set based on a number of samples in each class;

training, by the one or more processors, a first classifier with the base set and without 
the novel set;

training, by the one or more processors, a second classifier, using the training set, 
with promotion of the novel set, the training of the second classifier being based 
on minimizing a loss function that comprises a first term and a second term, the 
first term being associated with a first summation for the samples of the training 
set, the second term being associated with a second summation for the samples 
of the novel set; and

classifying, by the one or more processors, an item with the trained second classifier.



Schwegman Lundberg & Woessner  |  slwip.com

ML for Program Synthesis – Training a Neural Network to Write Programs

INPUT

William Henry Charles

Michael Johnson

Barack Rogers

Martha D. Saunders

Peter T Gates

Charles, W.

Johnson, M.

Rogers, B.

Saunders, M.

Gates, P.

OUTPUT
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1. A method comprising:
for a given domain-specific language that defines a plurality of symbols and a plurality of 

production rules, providing an input-output encoder and a program-generation model comprising a 
neural network, the input-output encoder and the neural network having been trained on a plurality of 
programs within the domain-specific language and a plurality of respective training sets of input-output 
examples associated with the programs, wherein, for each of the plurality of programs and its associated 
training set, each input-output example of the training set comprises a pair of an input to the program 
and a corresponding output produced by the program from the input;

providing a test set of input-output examples for a target program;
using one or more hardware processors to perform operations for generating the target 

program based on the test set of input-output examples, the operations comprising:
encoding the test set of input-output examples using the input-output encoder;
conditioning the program-generation model on the encoded set of input-output examples; 

and
using the neural network to generate a program tree representing the target program by 

iteratively expanding a partial program tree, beginning with a root node and ending when all leaf nodes 
are terminal, based on a computed probability distribution for a set of valid expansions, wherein leaves in 
the program tree and the partial program tree represent symbols in the domain-specific language and 
wherein non-leaf interior nodes in the program tree and the partial program tree represent production 
rules in the domain-specific language.
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3. The method of claim 2, 
wherein the recursive-reverse-recursive neural network specifies distributed representations of 

the plurality of symbols and the plurality of production rules and, for each of the plurality of production 
rules, first and second deep neural networks, and

wherein iteratively expanding the partial program tree comprises, in each iteration:
computing global leaf representations for at least non-terminal ones of the leaf nodes of the 

partial program tree by retrieving the distributed representations of the symbols represented by the leaf 
nodes, performing a recursive bottom-to-top pass through the partial program tree from the leaf nodes 
to the root node using the first deep neural networks, and thereafter performing a reverse-recursive top-
to-bottom pass through the partial program tree from the root node to the leaf nodes using the second 
deep neural networks;

computing the probability distribution for the set of valid expansions from the global leaf 
representations and the distributed representations of the production rules;

selecting a non-terminal leaf node and a production rule based on the computed probability 
distribution; and

expanding the partial program tree by applying the selected production rule to the selected non-
terminal leaf node.



Best Practices ● Identify the point of novelty – go 

down the rabbit whole if you need 

● Capture the basic idea in words and 

drawings, but include formulas as 

back-up

● Vary claim scope surrounding point of 

novelty

● Describe both practical applications 

and technical benefits

● Consult counsel in other jurisdictions 

on patentability and adapt application



Thank you for your interest.

Questions?
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Garth Vivier – gvivier@slwip.com
Sabine Volkmer Ward – sward@slwip.com
Jose Nunez – jnunez@slwip.com

mailto:gvivier@slwip.com
mailto:sward@slwip.com
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Subject Matter Eligibility Considerations
● Law pertaining to software and mathematical algorithms still evolving

○ 2019 Revised Subject Matter Eligibility Guidance from USPTO has been helpful

“A claim that integrates a judicial exception into a practical application will apply, rely on, or use the 

judicial exception in a manner that imposes a meaningful limit on the judicial exception, such that the 

claim is more than a drafting effort designed to monopolize the judicial exception. “

● Include the practical application in the claims 

● Claim the “how to,” not just the “what” (negates preemption)

● Argue improvements within a technical field
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Subject Matter Eligibility in Europe
● Guidelines for Examination in EPO treat AI/ML like other computational models and algorithms

● Step 1:  Invention has a technical character as a whole if it is directed to a method involving the 

use of technical means (e.g., computer) or to the device itself

● Step 2:  Assessment of inventive step involves asking whether the mathematical method 

contributes to the technical character

○ Adapted for a specific technical implementation (internal functioning of the computer)

○ Serves a specific technical purpose
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Subject-Matter Eligibility in Europe
Examples of technical applications

● Controlling a specific technical system or process (e.g., X-ray apparatus)

● Audio, image, or video analysis/enhancement

● Speech recognition

● Audio, image, video, sensor data compression

● Encryption or signing of electronic messages

● Automated medical diagnosis by processing physiological measurements (caveat:  not 

physician’s actions)

Problematic areas

● Programming

● Processing text (considered “linguistic purpose”)



These materials are for general informational purposes only. They are not intended to be legal advice, and 
should not be taken as legal advice. They do not establish an attorney-client relationship.
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